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Overview

Goal: To illustrate the importance of simplicity in various 
fields. To pose the question “why simplicity?”, and some 
hints. 
!

1. Cognition from Information 

2. A detour on computation: some questions 

3. Simplicity 

4. Why is simplicity important? 

5. Fundamental neuroscience 

6. The organism as a computer 

7. Conclusions 



Cognition, information, 
computation
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Cognition from information

•Overview:  
!
‣Brains (later organisms) receive information from the 

environment (via sensors), process it and transmit some 
information out to effectors (e.g., our hands) to control 
sensorial systems and to “act” on the environment 
thorough our bodies or BCIs.   
‣Brains are computers. Information comes in, information 

goes out. Both are very important! 
‣NB: the environment here includes the body, but some 

computation carried out by our bodies as well 
‣What we call “reality” is a mental construct, a model. 

Simplicity is part of our modeling strategy
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A Lion
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Premises

1.Human experience is generated in the brain 
2.All the brain has access to is information 
!
This would clearly apply to the CPU in a robot. 
Robot body parts are part of the environment to 
model (self-model)
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How extreme is this view?

• Information is the fundamental 
concept in physics today. From 
atoms, to quanta, to bits?  
•States and dynamics: 

information and computation 
• “It from bit” (John Wheeler). 

Information as the ultimate 
building block. As far as we 
know, this is it. 
!
•The Presence gedanken: ideal 

VR experiment shows all that 
is needed is bits
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Let there be bits!
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Models = Algorithms

• A model is a data compressor 
• A model is a data predictor 
!

• A model uses physical resources: infrastructure, 
energy, time 

• Recursive computable functions a paradigm of 
models: algorithms. Turing machines. 
!

•Warning 1: a computer is needed! 
•Warning 2: time is need!
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Examples of models

•Conservation of mass 
•Conservation of charge 
•Tigers 
•People 
•Newton’s laws 
•Quantum physics 
•Time 
•Your body 
•You
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Models at work: predictive coding
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Computation =  dynamics

•Computation= a set of states+ dynamics 
•Classical, quantum, Turing ... all based on these
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Newtonian dynamics

Turing machine



Inference machines (2008)
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The ultimate laptop (Lloyd 2000)
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Is the universe a computer?

•The universe is described by a physical state (a 
number in some representation) 
•Obeys some dynamics 
•Has some computational power ... it can be 

estimated! 
!
•Any physical system can be emulated by a 

(quantum) computer
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How powerful is it?
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But where is the boundary?
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me



How does it happen?
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Simplicity
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Simplicity in Science
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•Science is the search for simplicity in the available 
(i.e., partial) information we have access to. 
•Going from data to models = compression 
•Science’s goal is to develop models 
‣ Models must account for all data in an economic way 
‣ Models must predict future data well 

!
•Simple models appear to be superior. Why is this? 
•Example: TOE



Compression in Physics
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electrical phenomena

magnetic phenomena

radioactivity

weak force

strong phenomena

standard modelelectromagnetism

gravitational phenomena



Algorithmic Complexity

• Compression and therefore simplicity were first successfully 
formalized by the notion of algorithmic complexity or 
Kolmogorov complexity (also known as `algorithmic 
information', `algorithmic entropy', `Kolmogorov-Chaitin 
complexity', `descriptional complexity', `shortest program 
length' and `algorithmic randomness'.)  

•  Co-discovered during the second half of the 20th century by 
Solomonoff, Kolmogorov and Chaitin   

• Provides a well-established albeit formal cornerstone to 
address the question of compression in brains---both natural 
or artificial.  

•  We recall  its definition: loosely, the Kolmogorov complexity of 
a data set is the length of the shortest program capable of 
generating it.
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More precisely
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Examples
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digits 151 to 450 of pi



A small problem

•There is no algorithm to compute K 
•This is due to Godel’s incompleteness theorem, or 
equivalently, the halting problem (Turing) 
•Cannot test programs ... no assurance that they 
will ever stop 
•However, in practice, if there is a finite time limit, 
we can compromise
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A related approach 

•Algorithmic probability 
•Suppose you are given a string x. What is the probability that a 
monkey typing on a Turing machine would have generated it?
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MDL

•Minimum description length is a ML algorithm for 
statistical inference. 
•The sum of program length plus “error out” length 
is minimized.  
•Tradeoff between program length and good of fit 
•Nicely related to Bayesian and KC approaches 
!
•Use for inference relies on onnection mediated by 
a “prior”. This is the universal prior of Solomonoff
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Bayes and Occam’s razor
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Jaynes and MEP

•Probability as an extension of logic 
•Simple models represent in a less biased way our 
knowledge of the exterior world 
•Principle of indifference (Laplace). If we have no 
prior information on a set of scenarios, assign 
equal probabilities 
•Problem: there is no canonic way to split the space 
of scenarios.
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MDL, Bayes and complexity
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Inference - No free lunch!
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Why is simplicity important?
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A1: Knowledge representation
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•Suppose Axioms A, B and C 
“explain” (decompress to) the facts. 
•You can also add D if it does not conflict with the 

facts. But adding it is a disservice to your 
representation of knowledge.



A2: Evolution
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•Simplicity and natural selection can guide us 
•Recalling: using a model data is compressed using 

finite resources. Makes sense is such models exist 
•Acting: experimenting observing more efficient if there 

is a baseline model to start with; simple models easier 
to run and use for decision making. Homeostasis/pain 
•Predicting: if models do exist, then prediction is 

possible, and this clearly helps. If the universe is simple 
... everything follows. 
• If the universe is not simple ... 
‣ Evolution leads to layered simplifying processors: start simple 
‣ Simple models represent what we know in the most 

economical way, easier to use for inference and deduction 
‣ The simpler the better: also for debugging!



Hierarchies
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The brain contains the 
uppermost modeling 
hierarchies. Short time 
scales learning. 
!
!
The body, the organism 
level, is at a lower 
hierarchy, “learning” 
taking place at longer 
time scales -- eons. 



!

A3: Inferotropic Principle

•Modeling simply may be the best  practical strategy. 
But why does it work so well? Is the universe 
simple? 
!
‣ The universe is simple because it arises from random 

programs 
‣ Inferotropism 

-The universe is simple because inference machines 
can only exist in simple universes.  
-There are many universes, or we only collect a subset 

of the available data ... the one which can actually 
sustain simplicity and inference machines
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Universe or 
Multiverse? 
Which?

!X



Is this the answer?

!
!
!
!
!
!
!
!
•Or is god a monkey typing away on Turing machine to ensure 
that algorithmic probability rules?
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Applications in neuroscience
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Simplicity in brains

• If reality is just a model in the brain,  
‣ and if simple models are better than complex models, 
‣ then reality = simplicity 

!
•But is this really true? Can we test it?
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ERPs and MMN
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• Event-Related Potentials, ERPs,  are a useful non-invasive 
window for the study of fast (ms) cerebral processes. 

•  ERPs involve searching for event-locked regularities of brain 
dynamics, averaging multiple time intervals that share the 
same experimental conditions. 

• Mismatch negativity (MMN) is an involuntary auditory ERP 
which peaks at 100–200 ms when there is a violation 
(deviant tone) of a regular pattern (standard tone sequence).  

• The MMN mechanism appears to correspond to a primitive 
intelligence, as the wave produced with the violation of 
regularities—even those of an abstract nature



Standard and Deviant

• Binaural stimulation 
• EEG recorded using 30 electrodes with a nose reference plus 2 EOG 
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Standard Deviant



ABAB ABAB ABAB BABA

•This sequence does not generate MMN 
‣ABAB ABAB ABAB BABA ABAB ABAB ABAB BABA 
!
•The MMN does not activate. Or is there a generic rule 
used? “Alternate within a block”.
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ABABABABABABBABA

•This sequence does generate MMN: 
‣ABABABABABABBABAABABABABABABBABA 
!

•It is the same sequence as before, but spaces are 
removed. Alternation rule is violated.
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Test model building using MMN

•W can try to use complexity measures to explore 
model building in MMN - future work.  
•Is MMN at the bottom of a hierarchy?
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Music and MMN

•Music may be a phenomenon associated to model 
building: looking for simplicity in data.
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Application to Presence
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Different levels of Presence
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10 Mapping our brains to computers (the singularity) 
9   Jacking in (invasive interaction) 
8   Non-invasive Brain 2 Machine + Machine 2 Brain interaction 
7   Immersion (HMD/CAVE + haptics + ...) (also MR/AR) using natural senses 
   ________________FUZZY Raving DIVIDE_________________ 
6  Disneyworld; 2nd Life;  
5  Cinema/IMAX; telepresence 
4  Theater 
3  Books, mobile phones, chatting 
2  Storytelling 
1  Imagery
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Hierarchies

•From transducers to social phenomena 
•MMN at the bottom, for example.  
•In Presence research, we see evidence for such 
hierarchies: e.g., sensorimotor contingencies=low 
level model consistency. 
•Two recently proposed Presence dimensions 
(Slater) 
‣PI: Place Illusion (M. Slater) 
‣Psi: Plausibility 
!

•Both are part of the same picture: model building 
at different levels of the hierarchy.
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Modeling, PI and Psi

•PI: the strong illusion of being in a place in spite of the 
sure knowledge that you are not there: low level modeling 
•Psi: the illusion that what is apparently happening is real 
ly happening (even though you know for sure that it is 
not).  
•Thus, Psi represents an escalation in the creation of 
illusions  higher up (but not to the top) in the modeling 
hierarchy.  
•From the point of experience design, we could also add 
that what is intended to appear to be happening is the 
actual perceived illusion.  
•The ultimate level in this context may be called “Susi” -- 
“suckership”: believing all the way, “being sucked in”
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Is this (M+E) possible?
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P(M,E)??



P(M,E)??



M-PI and M-Psi

•“Does the intended model Mx feel real?”
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Plausibility of Events

•“Is there a model I can construct where this is plausible?” 
!
!
!
!
•“Is this really happening??” 
!
!
!
!
•Keep your VR experience “simple”!
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RARE

•Let RARE (Real Actions in Real Environments) be 
an environment with underlying model Mw intended 
to fool the subject into believing they have travelled 
in time and space to the Far West. 
•Does Mw feel real? 
!
!
!
!
•   Is there a model?                      Is this at all real?
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Other applications
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Model building and simplicity
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•Robotics 
•Education 
•Mathematics 
•Machine Learning 
•Fundamental Physics 
•Biology (evolution is computation)











The organism as a computer
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The organic scale
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•Organisms can be thought as: 
‣ Organism genotypes = program or model -- where learning takes 

place 
‣ Organism phenotypes = computers running programs 

•Def: a living being, or entity or agent, can be defined to be 
a replicating program that successfully encodes and runs 
a (partial) model of reality, thus increasing its chances of 
survival as a replicating program. 
‣ Note: some homeostasis is needed for replication 

•Evolution: the search for better programs. Simplicity may 
play a role here as well. If so, physiology should find 
simplicity.



Information

The universe
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Organisms and information

•Evolution as the search for simple programs (DNA) that replicate well 
•Homeostatis is necessary (but not sufficient)
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Information

The universe

00101010101010101010101010
01010101111101010101010101
00010101010100101010101010
10101001100111010100101001
01011010101010101010101010
10010101010101010101010101
01010101010101010101010101
01001010101010101010010101
01010101010101010101010010
10101111101010101010101000
10101010100101010101010101



Modeling and mutual information
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Scale invariance: why?

•Modeling + evolution= hierarchies in organisms 
•Scale invariance and observed phenomenon in 

physiological systems 
•Are scale invariances in physiological signals, which relate 

to control and homeostasis (self-organization),  a 
consequence of the process of evolution building 
hierarchical modeling (aka control) systems? 
• Is complexity the result of ... simplicity? 
•How can we test this? An evolutionary approach could be 

interesting. 
• Loss of complexity as organisms age ... modeling 

breakdown
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Even bacteria seem to do it...
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Conclusions
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Discussion

•A neurocentric, subjective approach to cognition proposed where Information is 
the most fundamental physical concept.  
•Evolution and natural selection lead to compressing or modeling systems, 

including auto-modeling.  Modeling is equivalent to compression or the search 
for simplicity.  In brains, or organisms. 
•In this sense, reality, the construction of models from information, is equivalent 

to simplicity (in brains). 
•Simplicity can be naturally described by Kolmogorov or algorithmic complexity.  
•The discussion is intended to apply to any cognitive system, simple or 

complex, natural or artificial (e.g., robots).  
•Simplicity may be experimentally explored (e.g., MMN) 
•DNA can be thought of as such a cognitive system (with a very long time 

scales). There may be simplicity lurking in physiology. Is this the origin of scale 
invariance? Hierarchies --- recursivity. An evolutive approach useful. 
For more info Google “Reality as Simplicity”  -- http://arxiv.org/abs/0903.1193
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Some relevant quotes

•Reality is merely an illusion, albeit a very persistent one. 
[Einstein] 
•Everything should be made as simple as possible, but not 

simpler. [Einstein] 
•Pluralitas non est ponenda sine neccesitate [Ockham, 14th AC] 

models should be no more complex than sufficient to explain the data 
•As for the simplicity of the ways of God, this holds properly with 

respect to his means, as opposed to the variety, richness, and 
abundance, which holds with respect to his ends or effects 
[Leibniz, 1686] 
•Omnibus ex nihil ducendis sufficit unum [Leibniz]
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Thank you
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